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Transposed!
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Parallelization: Approaches

▣ User-provided schedules

▣ Polyhedral compilation + heuristics

▣ Functional IR (Accelerate, Futhark) + heuristics

▣ Proposed approach:
□ Functional IR

□ Generate parallelization constraints

□ Explore the design space automatically

■ Avoid evaluating invalid parallel mappings
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Parallelization: 
Scheduling Parameters
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mapParamA

mapParamB

▣ Associate a parameter with each map

▣ Encode scheduling choices as integers

▣ Model parallelization restrictions as integer constraints

mapParamC mapParamD



Parallelization: 
Encoding of Choices
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Constraint: 
Private Memory Scope
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IF: accesses private memory
THEN: cannot be parallel
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IF: accesses private memory
THEN: cannot be parallel
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Constraint: 
Shared Memory Scope
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mapC is local or sequential mapA is a mapWrg
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Constraint: 
Shared Memory Scope
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Constraint: 
Hierarchical Parallelism
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mapA is not parallel mapA and mapB are not parallelized in the same way



Constraint: 
Hierarchical Parallelism
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+10 more hierarchical parallelism constraints



Constraint Satisfaction
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+10 more hierarchical parallelism constraints
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Heuristics
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Convolution in Lift
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Results: Exploration Efficiency
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Results: Exploration Efficiency

▣ Peak performance after 95 minutes
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Results: Exploration Efficiency

▣ Peak performance after 95 minutes

▣ Peaks before the random approach produces even 1 result (a bad one)
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Results: Performance & Memory

VGG-16 on Mali-G72 GPU
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Results: 
Performance & Memory

▣ 3.6x less memory on average than ARM-CL GEMM

VGG-16 on Mali-G72 GPU
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Results: 
Performance & Memory

▣ 3.6x less memory on average than ARM-CL GEMM

▣ 2.7x less memory on average than TVM

VGG-16 on Mali-G72 GPU



Conclusions

▣ Automatic parallelization is too complex to navigate 
using hand-coded heuristics
□ Deeply nested scheduling model on GPUs
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▣ Constraints help prune the search space

Given set of 
optimizations

Custom-tailored constraints

+ +Given applicationExpressive IR



We are Open Source!
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Project:  www.lift-project.org

Source:  https://github.com/lift-project/lift

Artifact: https://gitlab.com/naummo/liftpar-cc-2022-artifact

http://www.lift-project.org/
https://github.com/lift-project/lift
https://gitlab.com/naummo/liftpar-cc-2022-artifact

