Optimization of neural computations
Using functional data-parallel language

The problem

Modern neural networks are large and ,
which sequential systems are unable to provide.
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data-parallel language Lift
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Rewrite rules encode
fine-grained structural
optimizations...

Generate hundreds of
code variants
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Choose the target hardware
platform

..and parameters for
autotuning

..that approximate
calculations and optimize
network configuration

Choose the best code variant
for a target platform using
machine learning

THE UNIVERSITY of EDINBURGH

informatics

Functional langquage

Generic Lift stack

Abstracted from hardware
Algorithm-centred

Pure and safe
High-level, easy to use
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Domain-specific Lift stack

. Additional constructs

e [ncodeinformation about
neural network

e Specify required accuracy

Generic rewrite rules . Neural rewrite rules
B Preserve semantics ® Alter semantics
A |mprove performance A |Improve performance
4y Alter accuracy
e \/ectorization
e Memory coalescing, tiling e Floatopsapproximation
e Blocking e \ary precision among layers
e [Expressionsimplification e Gradient guantization
e Mapping to ND threads e [ayer number autotuning
e Split kernels e Layersize autotuning
e Share 32-bit registers e [raining batch size autotuning
® e |earningrate autotuning

Use proprietary subroutines .

OpenCL

e |[ow-level hardware management

e Parametrized — vields to autotuning

e Cross-platform
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